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The Standard Model 

A single, over-

arching theory 

that includes all 

types of matter in 

the Universe and 

explains how they 

interact... 

Must be self-consistent and explain all known physical observations! 



The “Big Questions” 



Why are these so different? 

Gravity 
Magnitude = 1 

Weak Force 
Magnitude = 1025 

Electromagnetism 
Magnitude = 1036 

Strong Force 
Magnitude = 1038 

How does Gravity even fit in? 
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Where does this end? 



How did we evolve from 

the Big Bang? 



What is the nature of mass? 



We know the Standard Model theory has problems at the mathematical limits, but at what 
energy scale does it break down?   

 
 
 

And what is the more fundamental 
underlying theory? 
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 Computing 

Four Pillars Of Modern Experimental 

Particle Physics Research 



Relativistic Heavy Ion Collider 

• 3.8 km circumference, in operation since 2000 (now last remaining collider in the U.S.) 

• Multiple species of heavy ions up to 200 GeV/nucleon (T ~ 4 x 1012 K) 

• Polarized protons up to 500 GeV c-o-m 
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LHCb 

ALICE ATLAS 

. 

27 km 

Lake Geneva 

CERN 

• Designed for 14 TeV p-p collisions at 40 MHz 

• 1011 protons/bunch X 1500 bunches (109 int/sec) 

CMS 



Identifying and Measuring Particle 
Properties 

Why so big? 
New Physics = High Mass 
High Mass = High Momentum Tracks 
High Momentum = Almost Straight 
Big Field, Big Detector = Precision 
Precision = Discovery! 



The RHIC Detectors 



LHC Point 1: The ATLAS Experiment 

The ATLAS Collaboration 

3000 Members 

177 Institutes 

38 Countries 



Length  : ~ 46 m  (150 ft) 

Radius  : ~ 12 m  (40 ft) 

Weight : ~ 7000 tons 

 

~ 1800 miles of cables 

~10 MW of electrical 

power 

Joe 

Physicist 

Electronic Channels At The ATLAS 

Detector 



< 2 s 

~10 ms 

~ sec. 

Physics selection of the 200 ‘best’ out 

of ~1B interactions/sec: 

Level 1: Coarse calorimeter data and muon 
trigger chambers 

Level 2: Full information from all detectors in 
regions of interest 

Event Filter: Reconstruction of complete event 
using latest alignment and calibration data 

40 MHz, 1 PB/sec 

75 kHz, 75 GB/sec 

1 kHz, 1 GB/sec 

400 Hz, ~640 MB/sec 

62TB/day, 6 Petabyte/year of recorded raw data 

ATLAS Data Acquisition 

Rates 

In Run1 (2010-2012) 

 In Run2 (2015-2018)) 1000Hz, ~1600 MB/s 



LHC Beyond Run 2 
To the High Luminosity LHC (HL-LHC) 

(all 4 LHC Experiments) 



DAQ/HLT Upgrade Plans 



ATLAS Run 1 



ATLAS is Big Data 

Business emails sent 
3000PB/year 

(Not managed as 
a coherent data set) 

Google search 
100PB 

Facebook uploads 
180PB/year 

Kaiser 
Permanente 

30PB 

LHC data 
15PB/yr 

YouTube 
15PB/yr 

US 
Census 

Lib of 
Congress 

Climate 
DB 

Nasda
q 

Wired 4/2013 

Current ATLAS data 
set, all data products: 

140 PB 
 

1M files transferred per 
day 

http://www.wired.com/magazine/2013/04/bigdata/  

Big Data in 2013 
ATLAS 
data 

http://www.wired.com/magazine/2013/04/bigdata/


Architecture in Run 4 (~2025) 



200k cores 

140PB 



...the challenges 

of computing at 

the Petabyte 

scale 

How to make a torrent 

of data available for 

science in the most 

efficient, transparent,  

and cost-effective way? 

The Problem.... 





ATLAS Distributed Computing … 



Tier-1: permanent 

storage, re-

processing,  

analysis 

Tier-0 (CERN): data 

recording, reconstruction 

and distribution 

Tier-2: Simulation, 

end-user analysis 

> 2 million jobs/day 

~350,000 cores 

200 PB of storage 

Nearly 160 sites in  

35 countries 

10  and 100 Gb links 

The Worldwide LHC Computing Grid 

 

WLCG:  An international collaboration to distribute and analyze LHC data. 

Integrates computer centers worldwide that provide computing and storage 

resources into a single infrastructure accessible by all LHC physicists 

… Using a Global Computing 

Infrastructure 





• Formed in the mid-1990’s to provide 
centralized computing resources for 
the four RHIC experiments 
(BRAHMS, PHOBOS, STAR, 
PHENIX) 

• Role was expanded in the 
late 1990’s to act as the US 
Tier-1 computing center for 
the ATLAS experiment at 
the LHC  

• Small but growing neutrino 
and astrophysics presence 
(Daya Bay, LBNE, LSST)  

• Located in the Brookhaven 
Computing Facility 

• 30 FTEs providing a full 
range of scientific 
computing services for 
more than 4000 users 

RACF at BNL:  An Overview 



RACF:  Setting The Scale 
 RHIC 

 1300 COTS Compute Servers (32k logical CPU cores) 

 16 PB of Distributed Disk Storage on Compute Nodes, >1500 

Gb/s aggregate data transfer rates observed between servers 

 5 Robotic Tape Libraries w/ 50+ tape drives and 50k cartridge 

slots 

Open Source and Scientific Linux spoken here!! 



RACF:  Setting The Scale 
 ATLAS 

 830 COTS Compute Servers (17,000 CPU 

cores) 

 42 Dedicated Servers providing 13.6 PB 

of Disk Storage 

 4 Robotic Tape Libraries w/ 40 tape 

drives and 36k cartridge slots 

 Magnetic Tape Archive (200 PB Capacity) 

 Data inventory of 60 PB on 58,000 tapes 



RACF – Setting the Scale 







ATLAS Processing Contribution 
by Tier-1 Site in 2015 



Provisioning for Peak Demands 



Provisioning for Peak Demands 



The Potential of Commercial 
Cloud Resources 



Running ATLAS Jobs in the Cloud – At Scale and at 

Low Cost 

Joint Project (Amazon AWS, BNL/ATLAS, ESnet) to investigate 

feasibility (technically and financially) of large-scale usage of 

commercial cloud resources 

AWS: Provide expertise and guidance to BNL/ATLAS, credits for AWS 

service investigation and scale-out tests 

BNL: Provide ATLAS-compatible VM image and provisioning 

infrastructure, incl. demand-driven (i.e. via PanDA server API) VM 

lifecycle management (create, retire, terminate) 

ESnet: Provide high-performance (up to 100G) network connectivity 

between AWS facilities and sites connected to R&E networks 

(general peering and AWS Direct Connect) 

Has made AWS partially waive Egress traffic fee (at level of 15% of 

total bill) 

Cost of AWS/EC2 spot slightly lower than dedicated farm 

resources at BNL  
3
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Running ATLAS Jobs in the Cloud – Experience 

“Unlimited” spot resources available on demand 
Had no issues ramping up quickly from 1000 to ~6000 8-core 

instances (several instance types) in a single (out of 3) AWS region 

in the U.S. 

Ran at level of 6000 instances for a few days with very low fluctuation 

(VM instance termination) due to spot overbidding 

<1% of total running VM instances were terminated by AWS while 

production jobs were running during a multi-day period 

Most of the terminations occurred within the first hour after VM 

instance creation -> no cost to us 
Public cloud dvantages: “Unlimited” horizontal scaling in AWS EC2/S3 in terms of network 

bandwidth between compute and storage. Very high performance Object Store at low cost 

(when used as temporary storage for intermediate data products) 

3
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Running ATLAS Jobs in the Cloud – Potential going 

forward 

Combination of “unlimited” capacity whenever we need it and competitive 

pricing makes AWS (and presumably other commercial cloud providers) 

an ideal resource to cover peak demands 

Could think of deploying only components (kind and quantities) & services at our 

dedicated data centers where cloud providers cannot cope (yet, i.e. technical 

capabilities and cost) 

Potential to vastly reduce size and scope of our dedicated (and aging) hardware 

deployment 

Potential to lower computing facility operations cost at improved performance 

(whenever the collaboration is in desperate need) and availability (e.g. the 

availability of AWS services is much higher than what WLCG sites provide) 

Potential to vastly increase our flexibility 

Using cloud computing makes us nimble whenever we need specific 

resources/platforms – temporarily or for long periods. 
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Running ATLAS Jobs in the Cloud – Matching 

Workloads 

But all these wonderful things are not compatible with and/or applicable 

to our current processing model 
Most of our compute-intensive jobs run for 6-24 hours making spot VM instance terminations 

likely at probability of up to 80% 

Potentially a huge waste of resources we would have to pay for 

In a previous run we’ve observed 10-20% VM terminations (out of 2500 VM instances) with 

2-hour jobs -> the shorter the job the better 

➢ ATLAS needs to match volatile and opportunistic resources with workload profile that 

suits the characteristics of a volatile resource 

➢ Minimize loss due to resource becoming unavailable at any point in time 

➢ The Event Server comes with all features that perfectly fit the characteristics of the AWS 

spot market 

○ Fine-grained processing at the event level – if we lose a VM we lose no more than 

a single event 

○ Supports parallel processing at high degree – can “grab” and utilize as many CPU 

resources as the provider can offer 

○ Utilizes high performance Object Store technology – this is the storage technology 

cloud providers have been focusing on  
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Event Server based Physics Event Simulation on AWS  

4
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Connecting AWS Facilities to the  
Research Community 







ATLAS Event Processing 



The ATLAS Event Service 



Architectural Overview from the 
Facility Perspective 



Simulation is important and 
resource intensive  



Computing to reach the Science Goals 



The Power of a Supercomputer 





ASCR Computing Upgrades 

Today              Future 



Phase Space of available & affordable 

Resources 



 
This new paradigm significantly changes the role of Facilities  

in providing end-to-end solutions to their customers 



Trends across the HPC Landscape 

S. Binkley/ ASCR 



Post Moore’s Law Computing 

S. Binkley/ASCR 



Summary and Outlook 


